




















https://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page=1210

The United States defined the term “AI” in 
the National Artificial Intelligence Act of 2020 
section 5002(3) as:

“A machine-based system that can, for a given set of 
human-defined objectives, make predictions, 
recommendations or decisions influencing real or 
virtual environments. 

Artificial intelligence systems use machine and 
human-based inputs to:

•Perceive real and virtual environments;

•Abstract such perceptions into models through analysis in an 
automated manner; and

•Use model inference to formulate options for information or 
action”

https://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf
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LEGITIMACY AND COMPETENCY

MINIMIZING HARM

SECURITY AND PRIVACY

TRANSPARENCY

INTERPRETABILITY AND EXPLAINABILITY

MAINTAINABILITY

CONSTANTABILITY AND AUDITABILITY

ACCOUNTABILITY AND RESPONSIBILITY

LIMITING ENVIRONMENTAL IMPACTS

PRINCIPLES FOR RESPONSIBLE ALGORITHMIC SYSTEMS

https://www.acm.org/binaries/content/assets/public-policy/final-joint-ai-statement-update.pdf















Safe and Effective Systems – You should be protected from unsafe or 
ineffective systems.

Algorithmic Discrimination Protections – You should not face 
discrimination by algorithms and systems should be used and designed 
in an equitable way.

Data Privacy – You should be protected from abusive data practices via 
built-in protections and you should have agency over how data about 
you is used.

Notice and Explanation – You should know that an automated system is 
being used and understand how and why it contributes to outcomes 
that impact you.

Human Alternatives, Consideration, and Fallback – You should be able 
to opt out, where appropriate, and have access to a person who can 
quickly consider and remedy problems you encounter.

https://www.whitehouse.gov/ostp/ai-bill-of-rights/











https://infotrust.com/articles/ai-governance-in-the-united-states/

Be transparent.

•Don’t deceive consumers about how you use automated tools.

•Be transparent when collecting sensitive data.

• If you make automated decisions based on information from a third-party vendor, you may be required to provide 
the consumer with an “adverse action” notice.

Explain your decision to the consumer.

• If you deny consumers something of value based on algorithmic decision-making, explain why.

• If you use algorithms to assign risk scores to consumers, also disclose the key factors that affected the score, rank 
ordered for importance.

• If you might change the terms of a deal based on automated tools, make sure to tell consumers.

Ensure that your decisions are fair.

•Don’t discriminate based on protected classes.

• Focus on inputs, but also on outcomes.

•Give consumers access and an opportunity to correct information used to make decisions about them.

Ensure that your data and models are robust and empirically sound.

• If you provide data about consumers to others to make decisions about consumer access to credit, employment, 
insurance, housing, government benefits, check-cashing or similar transactions, you may be a consumer reporting 
agency that must comply with the FCRA, including ensuring that the data is accurate and up to date.

• If you provide data about your customers to others for use in automated decision-making, you may have 
obligations to ensure that the data is accurate, even if you are not a consumer reporting agency.

•Make sure that your AI models are validated and revalidated to ensure that they work as intended, and do not 
illegally discriminate.

Hold yourself accountable for compliance, ethics, fairness, and nondiscrimination.

•Ask questions before you use the algorithm.

•Protect your algorithm from unauthorized use.

•Consider your accountability mechanism.









































































Generative AI-Specific Principles

• Limits and guidance on deployment and use

• Ownership

• Personal data control

• Correctability

Adapted Prior Principles

• Transparency

• Auditability and contestability

• Limiting environmental impact

• Heightened security and privacy






























